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Abstract – This paper shows a method to improve the language modeling for inflectional languages such as the Czech and Slovak language. Methods are based upon the principle of class-based language models, where word classes are derived from morphological information. Our experiments show that the linear interpolation with the class-based language models outperforms the stand-alone word N-gram language model about 10-30%.
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I. INTRODUCTION

Language modeling is a crucial task in many areas of NLP (Natural Language Processing). Speech recognition, optical character recognition and many other areas strongly depend on the performance of the language model that is being used. Every improvement in language modeling may also improve the particular job where the language model is used.

Similarly to other Slavic languages, Czech and Slovak are highly inflectional. Czech language has seven cases and three genders. Slovak language has six cases and also three genders. Many properties of both languages are very similar because of historical similarities and mutual interaction. Both languages have a relatively free word order (from the purely syntactic point of view): words in a sentence can usually be ordered in several ways which carry a slightly different meaning.

These properties of Czech and Slovak language complicate the language modeling task. High number of word forms and more sequences of words that are possible in the language lead to a higher number of n-grams. The data sparsity is a common problem of language models. In Czech, Slovak and other Slavic languages this problem is more evident.

We show in this article a way how to use the morphological knowledge of the language to decrease the problem of data sparsity.

II. STATE OF THE ART

Class-based modeling is among the most popular techniques for reducing huge vocabulary related sparseness of statistical language models. Individual words are clustered into a much smaller number of classes. As the result, less data are required to train a robust class-based language model. Both manual and automatic word clustering techniques are being used. Standalone class-based models usually perform poorly and that is the reason why they are usually combined with other models.

Many researchers demonstrated that linear interpolation of a standalone class-based language model and a standard word n-gram model reduced the model perplexity [6] or [10]. The log-linear interpolation or maximum entropy approach [5] for combining language models is also attractive as it combines features from different and sometimes disparate models into one model instead of combining models themselves.

The effective solution described in several works is to use information about the morphology of a language. In [7] the experiments with morphological random forests on Czech and Russian language are shown with conclusion that they can be used effectively for inflectional languages.

In [9] authors described the usage of morphology-based language models in a speech recognition system for conversational Arabic. Class based and single-stream factored language models using morphological word representations are applied into recognizer. Their results show word error rating improvement by 2%.

Speech recognition of Czech language using morphological class based language models was investigated in [8] however the tests were conducted only on small corpora. The work showed an improvement of recognition accuracy up to 2% by using language model based on log-linear interpolation of word model and morphological tag based model. We present experiments with more language models that were carried out on much bigger corpora.

III. CLASS-BASED N-GRAM LANGUAGE MODELS

Class based language models belong among the state-of-the-art approaches for language modeling. The main task of the approach is to replace the statistical dependencies between words with dependencies between much lower number of word classes thus reducing the data sparsity problem.
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Let $W$ denote the set of possible words (word vocabulary) and $C$ denote a class vocabulary. Then we can define a mapping function $m : W \rightarrow C$, which maps every word $w_i \in W$ to some $c_i \in C$. The mapping depends on the surrounding words because of the word ambiguity. So, the mapping function is defined as

$$c_i = m(w_i, w_i^b), \quad a \leq i \leq b,$$

where the $w_i^b$ means the word sequence from the position $a$ to the position $b$ and $w_i$ is a single word on the position $i$.

The probability estimation of word $w_i$ conditioned by its history $w_i^{i-1}$ is given by the following formula

$$P(w_i|w_i^{i-1}) = P(w_i|c_i) \cdot P(c_i|w_i^{i-1}),$$

(2)

We are using the Modified Kneser-Ney interpolation (introduced in [1]) which is in present the state-of-the-art approach for smoothing methods. The main formula for smoothing is

$$P(w_i|w_i^{i-1}) = \cdots \gamma(w_i^{i-1}) P(w_i|w_i^{i-1}) + \sum_{c_i} (w_i^{i-1}) D(\gamma(w_i^{i-1}) + c) w_i^{i-1}) \cdot \gamma(w_i^{i-1})$$

(3)

where $P()$ is the probability given by the Modified Kneser-Ney interpolation model and $\gamma(c)$ is a count of n-gram. The smoothing of classes is analogical to this formula. The goal of discounting function $D(c)$ is to save some probability mass for lower-order models. The normalization function $\gamma(w_i^{i-1}) \in (0,1)$ makes the probability distribution sum up to 1. Definitions and derivations of this functions should be founded in original paper.

The main advantage of Modified Kneser-Ney smoothing is different way to compute unigram probability distribution

$$P(w_i) = \frac{N_i}{N_{i+1}} \cdot \frac{(\bullet w_i)}{(\bullet w_i)}.$$

(4)

where symbol $\bullet$ means an arbitrary word (class) and $N_r(w_i^{i-1})$ is number of N-grams with frequency $r$. In different words, the unigram probability of $w_i$ is given by the number of different bigrams ended with $w_i$ divided by total number of different bigrams.

IV. COMBINING LANGUAGE MODELS

We are using a simple but a very effective linear interpolation for combining different language models

$$P^{LI}(w_i|w_i^{i-1}) = \sum_{k=1}^{K} \lambda_k \cdot P_k(w_i|w_i^{i-1}),$$

(5)

where $\lambda_k$ is the weight of the k-th language model $P_k()$. We are using Expectation Maximization (EM) algorithm described in [2] to compute optimal weights $\lambda_k$ by the way of maximization of probability on held-out data.

V. TEXT CORPORAS

Language models in our experiments were trained on four morphologically annotated corpora in Czech and Slovak language. In each language there is one manually annotated corpus and one much larger corpus that is annotated automatically.

- **CZ-man**: The data in this corpus consists of manually annotated articles from several newspapers and journals in Czech language [13].
- **CZ-auto**: Contains news in many topics such as political, business, sports, international and other news gathered from one year in Czech language. Data in this corpus are provided by Czech News Agency (CNA) and they are annotated automatically.
- **SK-man**: Manually annotated part of Slovak National Corpus mainly consist of artistic, publicistic and professional oriented texts [11].
- **SK-auto**: Huge number of automatically annotated texts from Slovak National Corpus oriented also in artistic, publicistic and professional area [12].

Data from all corpora were divided into the training, testing and held-out set in proportions of 70%, 10% and 20%. Parameters of these corpora are shown in table I.

| Table I. Corpora Used for Experiments. |
|-----------------|---------|---------|---------|---------|
|                | CZ-man | CZ-auto | SK-man | SK-auto |
| words in corpus | 1M     | 1.2M    | 1.7M   | 1.7M    |
| word vocabulary | 183.4k | 577.2k  | 288.6k | 515.6k  |
| lemma vocabulary| 71.7k  | 288.6k  | 52k    | 515.6k  |
| tag vocabulary  | 1.6k   | 1.7k    | 1.7k   | 1.3k    |

The lemma and morphological tag is assigned to each word in the corpora.

Morphological tags in Czech corpora are strings composed from 15 characters [4]. Every position encodes one morphological category such as part-of-speech, gender, number, case, tense and so on.

Every tag in Slovak corpus is composed of two parts [3]. First one defines morphological and grammatical properties of a word form. This string begins with a character encoding part-of-speech, followed by characters for other categories. The second (facultative) part specifies token as a part of specific word classes (proper names, defective forms).

Lemma and tag together should uniquely identify the word form.

VI. EXPERIMENTAL RESULTS

In this section we try to show results of morphological based language models trained on both manually and automatically annotated corpora. There is also a comparison of modeling of both Czech and Slovak language.
We have tested the performance of several models where the rank \((N)\) of all stand-alone \(N\)-gram language models was 3.

- \(W\): simple word \(N\)-gram language model.
- \(L\): stand-alone class based model, where words are mapped into classes by their lemma. Relation is \(M:N\).
- \(T\): stand-alone class based model with grouping by morphological tags. The relation is also \(M:N\).
- \(WL\): linear interpolation of the word based and lemma based model.
- \(WT\): linear interpolation of the word based and tag based model.
- \(WLT\): linear interpolation of the word based, lemma based and tag based model.

### A. Perplexity Test

The perplexity results are shown in table II.

<table>
<thead>
<tr>
<th>Language Models</th>
<th>Perplexity</th>
<th>W</th>
<th>L</th>
<th>T</th>
<th>WL</th>
<th>WT</th>
<th>WLT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CZ-man</strong></td>
<td></td>
<td>1400</td>
<td>2455</td>
<td>2308</td>
<td>1266</td>
<td>1038</td>
<td>995</td>
</tr>
<tr>
<td><strong>SK-man</strong></td>
<td></td>
<td>1354</td>
<td>2303</td>
<td>1847</td>
<td>1204</td>
<td>915</td>
<td>870</td>
</tr>
<tr>
<td><strong>CZ-auto</strong></td>
<td></td>
<td>274</td>
<td>461</td>
<td>1661</td>
<td>253</td>
<td>250</td>
<td>238</td>
</tr>
<tr>
<td><strong>SK-auto</strong></td>
<td></td>
<td>305</td>
<td>602</td>
<td>1777</td>
<td>288</td>
<td>279</td>
<td>270</td>
</tr>
</tbody>
</table>

As it can be seen, stand-alone class based models (\(L\), \(T\)) give worse results than the word model (\(W\)) while their linear interpolations with word model (\(WL\), \(WT\), \(WLT\)) performs very well. It is that on automatically annotated corpora the perplexities are much lower because of much more training data available. On manually annotated corpora the reduction of perplexity is more significant (reduction about 30%) than on automatically annotated corpora (reduction slightly over 10%).

### B. Word Estimation Test

The perplexity sometimes does not correspond with results from real-word applications and so we are introducing another test of our language models.

During the test our models try to estimate the missing word in the sentence. Since the selection of a correct word from the full vocabulary is computationally very expensive, we are using the list of most frequent words from which the language model tries to find the correct word. Of course the list is constructed in the way that always contains the correct word (the word that was originally on the current place in the sentence).

During the \(m\)-th test, let \(O_m\) denote the order of the correct answer in the list of possibilities which is sorted according to the language model. The accuracy \(ACC\%\) of word estimation is than defined as follows:

\[
ACC\% = \frac{1}{M} \sum_{m=1}^{M} 1, \quad 1 \leq m \leq M, \quad (6)
\]

where \(M\) is the total number of estimations. Results are shown in tables III and IV, where \(L\) denotes the size of list of possibilities.

#### Table III. Accuracy of Word Estimation Test on Manually Annotated Corpora CZ-man and SK-man.

<table>
<thead>
<tr>
<th>Language Models</th>
<th>Acc%</th>
<th>W</th>
<th>L</th>
<th>T</th>
<th>WL</th>
<th>WT</th>
<th>WLT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CZ-man</strong></td>
<td></td>
<td>10</td>
<td>46.04</td>
<td>46.96</td>
<td>39.19</td>
<td>47.35</td>
<td>47.92</td>
</tr>
<tr>
<td><strong>SK-man</strong></td>
<td></td>
<td>100</td>
<td>42.91</td>
<td>42.51</td>
<td>29.40</td>
<td>44.08</td>
<td>43.80</td>
</tr>
<tr>
<td><strong>CZ-auto</strong></td>
<td></td>
<td>1000</td>
<td>41.16</td>
<td>39.99</td>
<td>28.17</td>
<td>42.25</td>
<td>42.26</td>
</tr>
<tr>
<td><strong>SK-auto</strong></td>
<td></td>
<td>10000</td>
<td>40.37</td>
<td>39.24</td>
<td>28.06</td>
<td>41.49</td>
<td>41.85</td>
</tr>
</tbody>
</table>

#### Table IV. Accuracy of Word Estimation Test on Automatically Annotated Corpora CZ-auto and SK-auto.

<table>
<thead>
<tr>
<th>Language Models</th>
<th>Acc%</th>
<th>W</th>
<th>L</th>
<th>T</th>
<th>WL</th>
<th>WT</th>
<th>WLT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CZ-auto</strong></td>
<td></td>
<td>10</td>
<td>44.34</td>
<td>45.34</td>
<td>38.37</td>
<td>45.98</td>
<td>46.14</td>
</tr>
<tr>
<td><strong>SK-auto</strong></td>
<td></td>
<td>100</td>
<td>41.99</td>
<td>41.12</td>
<td>31.02</td>
<td>43.57</td>
<td>43.02</td>
</tr>
<tr>
<td><strong>CZ-auto</strong></td>
<td></td>
<td>1000</td>
<td>40.39</td>
<td>40.22</td>
<td>29.48</td>
<td>41.93</td>
<td>41.74</td>
</tr>
<tr>
<td><strong>SK-auto</strong></td>
<td></td>
<td>10000</td>
<td>39.56</td>
<td>39.32</td>
<td>29.36</td>
<td>40.98</td>
<td>41.12</td>
</tr>
</tbody>
</table>

Linear interpolation of word model and morphological based models gives the best results on all corpora. The word model have a lower accuracy and the stand-alone class based models performs much worse. We can see, that improvement of accuracy on manually annotated corpora is more evident. This is caused by the fact, that stand-alone word model is poorly trained (too small peace of manually annotated data), that is evident from perplexity results, so the morphological knowledge is more needed. And, of course, mistakes are generated during the process of automatic tagging of morphology causing a degradation of morphological based language models.

The expectation value of order \(E(O)\) is also a very important metric. Together with \(ACC\%\) it helps us to make a reasonable idea about the probability distribution of the language model. It is defined as

\[
E(O) = \frac{1}{M} \sum_{m=1}^{M} O_m, \quad 1 \leq m \leq M. \quad (7)
\]

The expectation values of order in lists of different sizes are shown in tables V and VI.
Table V. The Expectation Values of Order on Manually Annotated Corpora CZ-man and SK-man.

<table>
<thead>
<tr>
<th>L</th>
<th>W</th>
<th>L</th>
<th>T</th>
<th>WL</th>
<th>WT</th>
<th>WLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>628.39</td>
<td>853.48</td>
<td>442.50</td>
<td>566.46</td>
<td>304.67</td>
<td>326.18</td>
</tr>
</tbody>
</table>

Table VI. The Expectation Values of Order on Automatically Annotated Corpora CZ-auto and SK-auto.

<table>
<thead>
<tr>
<th>L</th>
<th>W</th>
<th>L</th>
<th>T</th>
<th>WL</th>
<th>WT</th>
<th>WLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>618.40</td>
<td>910.86</td>
<td>429.95</td>
<td>545.60</td>
<td>305.94</td>
<td>286.06</td>
</tr>
</tbody>
</table>

We can see (in tables) that the linear interpolation of models produces the lowest (the best) order of a correct word on all corpora. The average order given by the stand-alone word model is one of the worst. The improvement of expectation value of order against the baseline word model is significantly better on manually annotated corpora as in accuracy results. It is also interesting that on manually annotated corpora the tag based language model estimates the correct answer in one of the lowest orders from all models but on automatic annotated corpora is by far the worst. This is again evidently caused by the fact that in the automatic tagging there can be mistakes.

The linear interpolation of all stand-alone models decreases the expectation value of order $E(O)$ of the correct answer about 10-50% and increases the accuracy $ACC\%$ about 0.5-2.5%.

The word estimation test verified the results of perplexity test. Both test showed that the linear interpolation of word based language model, lemma based model and tag based model can significantly improve the performance of a stand-alone word N-gram language model.

We have created two class based language models, one of them used mapping of words to their lemmas and the second one to their morphological categories. During our experiments we have shown that the linear interpolation of the word based N-gram language model and both morphological class based models is very effective for Czech and Slovak language. These languages are representatives of inflective languages. As we have expected, the modeling of Czech and Slovak language is very similar.

The results presented in this article clearly show a very significant reduction in the perplexity and increase in the accuracy. We can state that the morphological class based language models are suitable for building large corpora language models.
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