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Abstract. Dialogue act recognition commonly relies on lexical, syntactic, pro-
sodic and/or dialogue history based features. However, few approaches exploit
semantic information. The main goal of this paper is thus to propose semantic
features and integrate them into a dialogue act recognition task to improve the
recognition score. Three different feature computation approaches are proposed,
evaluated and compared: Latent Dirichlet Allocation and the HAL and COALS
semantic spaces. An interesting contribution is that all the features are created
without any supervision. These approaches are evaluated on a Czech dialogue
corpus. We experimentally show that all proposed approaches significantly im-
prove the recognition accuracy.
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1 Introduction

Automatic Dialogue act (DA) recognition has received much attention in the last years,
because this task is fundamental for many emerging dialogue systems. Many approaches
have been proposed and evaluated on different corpora containing several dialogue acts.
These methods use different type of information coming from the user input.

The features for dialogue act recognition are usually computed from lexical, syn-
tactic, prosodic and/or dialogue history information. However, few approaches consider
semantic features, while such features may bring additional information and prove use-
ful to improve the accuracy of our dialogue act recognition system. For instance, be-
cause DA recognition systems are typically trained in a supervised way, a frequent
cause of recognition errors are “unknown” words in the testing corpus that never oc-
cur in the training sentences. Lexical semantic similarity may partly address this issue
by grouping words into coherent classes. Depending on how these semantic vectors
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are computed, these classes, or more generally “semantic distances”, can also include
some syntactic information, e.g., related to the relative position or degree of proximity
of pairs of words within a sentence. This additional information can be used to improve
DA recognition, in particular when the training and test conditions differ, or when the
size of training corpus is relatively small.

The main goal of this paper is thus to propose semantic features for dialogue act
recognition to improve DA recognition results. We describe next three different ap-
proaches, which respectively use Latent Dirichlet Allocation (LDA) [5], the Hyperspace
Analogue to Language (HAL) [25] and Correlated Occurrence Analogue to Lexical Se-
mantics (COALS) [33] semantic spaces to compute these features. The dialogue act
recognition is further done by a supervised classification algorithm, which takes as in-
put both the semantic and the baseline lexical features.

An interesting contribution is that all of these features are computed without any
supervision. Another contribution is the proposal to use semantic space models (i.e.
HAL and COALS), which, to the best of our knowledge, have never been used for
dialogue act recognition. These models will further be compared. The last contribution
consists in the evaluation of the proposed approaches on Czech, as a representative of
morphologically rich language.

Our target application for the proposed dialogue act recognition approaches is a dia-
logue system that handles ticket reservation tasks. This system can exploit dialogue acts
to better interpret the user’s inputs. Our main interest is question (and order) detection,
because these sentence modalities constitute an important clue for dialogue manage-
ment. For example, when our system detects an explicit question (or an order), it has to
treat it immediately and react accordingly.

The rest of the paper is organized as follows. Section 2 summarizes important DA
recognition approaches with a particular focus on the recent methods using semantic
features. Section 3 describes the different models we propose. Section 4 presents exper-
imental results on the Czech Railways dialogue corpus. In the last section, we discuss
the research results and we propose some future research directions.

2 Related Work

Relatively few studies on dialogue act modelling and automatic recognition have been
published for the Czech language. Conversely, there are many works for other lan-
guages, especially for English and German.

Different sets of dialogue acts are defined in these works, depending on the target
application and the available corpora. In [37], 42 dialogue act classes are defined for En-
glish, based on the Discourse Annotation and Markup System of Labeling (DAMSL)
tag-set [1]. Switchboard-DAMSL tag-set [14] (SWBD-DAMSL) is an adaptation of
DAMSL in the domain of telephone conversation. The Meeting Recorder DA (MRDA)
tag-set [7] is another very popular tag-set, which is based on the SWBD-DAMSL tax-
onomy. MRDA contains 11 general DA labels and 39 specific labels. Jekat [11] defines
42 DAs for German and Japanese, with 18 DAs at the illocutionary level, in the context
of the VERBMOBIL corpus.
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These complete DA tag-sets are usually reduced for recognition into a few broad
classes, because some classes occur rarely, or because other DAs are not useful for the
target application. One typical regrouping may be [36]:

— statements

— questions

— backchannels

— incomplete utterance
— agreements

— appreciations

— other

Automatic recognition of dialogue acts is usually achieved using one of, or a combi-
nation of the following types of information:

1. lexical (and syntactic) information
2. prosodic information
3. context of each dialogue act

Lexical information (i.e. word sequence in the utterance) is useful for automatic DA
recognition, because different DAs are usually composed from different word sequences.
Some cue words and phrases can thus serve as explicit indicators of dialogue structure.
For example, 88.4% of the trigrams ”<start> do you” occur in English in yes/no ques-
tions [15].

Several methods are used to represent lexical information [37]. Syntactic informa-
tion is related to the order of the words in the utterance. For instance, in French and
Czech, the relative order of the subject and verb occurrences might be used to discrim-
inate between declarations and questions.

Words n-grams are often used to model some local syntactic information. Kral et al.
propose in [21] to represent word position in the utterance in order to take into account
global syntactic information. Another type of syntactic information recently used for
DA recognition are “cue phrases”. These can be modelled with a subset of specific n-
grams. The n value may vary from 1 to 4, which are selected based on their capacity
to predict a specific DA and on their occurrence frequency [39]. A recent work in the
dialogue act recognition field [20] also successfully uses a set of syntactic features
derived from a deep parse tree.

Unfortunately, there are only few works that incorporate semantic features into the
dialogue act recognition task. An interesting DA recognition approach using semantic
information is presented in [24]. Sentence parse trees are computed on top of speech
recognition output. Semantic information and the derivation rules of the partial trees
are extracted and used to model the relationship between the DAs and the derivation
rules. The resulting model is then used to generate a semantic score for dialogue act
recognition when audio input is given.

The authors of [18] use for DA recognition syntactic and semantic relations acquired
by information extraction methods. These features are successfully used as an input to
a Bayesian network classifier. They use structured semantic features in the form of
semantic predicate classes and semantic roles.

The authors of [28] study lexical semantics to recognize dialogue acts. They com-
pare an unsupervised DA recognition approach based on the Latent Semantic Analysis
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(LSA) with another supervised one based on the Support Vector Machines (SVM). The
authors show that the unsupervised method brings very good recognition results.

Ritter et al. propose in [32] another interesting unsupervised approach for dialogue
act modelling and recognition. This method uses an LDA topic model together with
clustering for DA recognition in twitter conversations. The LDA model is used to sep-
arate content words from dialogue indicators.

Prosodic information [36], particularly the melody of the utterance, is often used
to provide additional clues to classify sentences in terms of DAs. The last useful infor-
mation is the “dialogue history” which represents the sequence of recognized dialogue
acts [37].

Dialogue act recognition is usually based on supervised machine learning as for
instance Bayesian Networks [17], Discriminative Dynamic Bayesian Networks [13],
BayesNet [29], Memory-based [22] and Transformation-based Learning [34], Decision
Trees [26], Neural Networks [23], but also more advanced approaches such as Boost-
ing [38], Latent Semantic Analysis [35], Hidden Backoff Models [4], Maximum En-
tropy Models [2], Conditional Random Fields [30, 8] and Triangular-chain CRF [12].

3 Semantics for Dialogue Act Recognition

3.1 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) [5] is a popular topic model that assigns a topic
to each word in the sentence. The semantically close words are usually represented
by similar topics (e.g. synonyms). In this approach, we use a standard LDA model to
compute a sentence topic for each word. These features will be used together with word
labels for DA recognition.

3.2 Semantic Spaces

Semantic spaces are approaches that derive from word co-occurrence matrices a high
dimensional semantic vector to represent every word in the vocabulary. The matrix is
computed on a large unlabelled text corpus. Semantically close words are thus usually
represented by similar vectors, according to some distance between vectors such as the
cosine distance. Moreover, the vector space allows to create clusters of semantically
close words by a clustering approach.

It has been shown in [6] that semantic spaces improve the results of language mod-
elling. We assume in this work that these models can also bring relevant information
for dialogue act recognition.

We use the HAL and COALS semantic spaces [25, 33]. In the following, sentence-
level semantic vectors are computed by additive composition of word-level semantic
vectors, which are themselves computed with either the HAL or COALS methods. The
resulting sentence-level vector is then used as an additional semantic information for
DA recognition. It is worth noting that these two semantic spaces have never been used
for dialogue act recognition before.

Note that HAL and COALS are computed on relatively shorter context window, as
compared to LDA, which takes in our case the full sentence as context. Hence, HAL and
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COALS will capture local dependencies between words while LDA will capture longer
dependencies. Intuitively, the local word dependencies shall play a more important role
than the distant ones for dialogue act recognition, because longer dependencies are more
likely to capture information about the topic of the conversation rather than informa-
tion about the possible substitutions of words within syntactic structures. Therefore, we
expect HAL and COALS to give better results than LDA in the following experiments.

3.3 Dialogue Act Recognition

Let W be a sequence of n words w; in the sentence, F' be a sequence of semantic
features f; (i € [1;n]) and C be a dialogue act class. We use two classifiers for dialogue
act recognition:

— The first one is Naive Bayes [31] (also referred as an unigram when only word
features available). This classifier which models simply P(W|C) is used only as
the first baseline.

— The second one is the Maximum Entropy (ME) [3] classifier. This classification al-
gorithm is used to represent P(C|W) or P(C|W, F) in the semantic case. We use
this classification approach as being very popular in the natural language process-
ing field, because it has high recognition score. This approach is further also used
(with lexical features only) as another baseline to show the impact of the proposed
semantic features.

4 Evaluation

4.1 Corpus

The Czech Railways dialogue corpus, which contains human-human conversations, is
used to validate the proposed approaches. The number of sentences of this corpus is
shown in the second column of Table 1.

This corpus is divided into a training part, described in the first/top part of this table,
and a testing part, described in the second/bottom part of the table. The training section
of the corpus is used to train our LASER speech recognizer [9]. The testing part, com-
posed of 2173 sentences pronounced by different speakers (see second part of Table 1)
is used for testing the DA recognition systems. The sentences in the testing part of the
corpus have been annotated manually with the following dialogue acts: statements (S),
orders (O), yes/no questions (Q[y/n]) and other questions (Q). Note that in this corpus
one utterance corresponds to one DA.

The automatic words transcription obtained with the LASER recognizer (1-best hy-
pothesis) is used to compare the performances of our DA recognition systems on both
manual and automatic speech transcriptions. Utterance recognition accuracy is 39.78%
and word recognition accuracy is 83.36%.
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IDA [No. [Example [English translation ‘

1. Training part

Sent. [6234]

2. Testing part (annotated by DAs)
S 566 |Chtél bych jet do|I would like to go to

Pisku. Pisek.
(0] 125 |Najdi dalsi vlak|Look at for the next
do Plzné! train to Plzen!

Qly/n]282 [Rekl byste ndm|Do you say next con-
dalsi spojeni? nection?

Q 1200|Jak se dostanu do{How can I go to
§umperka? gumperk?

Sent. |2173
Table 1. Composition of Czech Railways dialogue corpus

4.2 Tools & Model Configuration

We use the LDA implementation from the MALLET [27] tool-kit for the following
experiments. The LDA is trained with 1,000 iterations of the Gibbs sampling. The hy-
perparameters of the Dirichlet distributions are (as in [10]) initially set to o« = 50/ K,
where K is the number of topics and 5 = 0.1.

We use the S-Space package [16] for implementation of the HAL and COALS se-
mantic space models and the whole above described corpus for training. For each se-
mantic space, we use a four-words context window in both directions. Both semantic
spaces use a matrix composed of 1,000 columns. Dimensionality reduction is not used
in our experiments.

The LDA and both semantic space models are trained on the training part of the
Railways corpus which is not annotated with the DAs (see first part of Table 1).

For DA recognition itself we use the Brainy [19] implementation of Naive Bayes
and Maximum Entropy classifiers.

All experiments are realized using a cross-validation procedure, where 10% of the
corpus is reserved for the test. The resulting global accuracy has a confidence interval
of + 1%.

4.3 Dialogue Act Recognition with Manual Speech Transcripts

Table 2 shows the results of a series of dialogue act recognition experiments with man-
ual speech transcription. These experiments are realized in order to show the perfor-
mance of the proposed approaches in “ideal” condition, i. e. without errors from Auto-
matic Speech Recognition (ASR).

The first part of this table shows the results of our baseline approaches which use
lexical word features with Naive Bayes (NB) and Maximum Entropy (ME) classifiers.
The second part shows the results when the semantic features are combined with the
baseline word features.
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Only the maximum entropy classifier is used with semantic features, because of two
main reasons: 1) The maximum entropy classifier has the best performances in terms
of DA recognition accuracy; 2) More importantly, the Naive Bayes classifier assumes
independence between the input features, and this assumption is clearly broken with the
semantic features, because of their strong dependencies with the lexical features.

This table shows that every type of semantic features significantly improves the
dialogue act recognition accuracy. We can also see that both semantic spaces outperform
the LDA topic model. This result was expected, as already discussed in Section 3.2,
because the semantic spaces model more local word dependencies than LDA, which are
intuitively more important to characterize dialogue acts. The best recognition accuracy
is obtained by the more sophisticated COALS model. Using the semantic features thus
increases the recognition accuracy by 7.4% over the baseline Naive Bayes approach and
by 3.8% over the discriminative Maximum Entropy model.

Accuracy in [%]

Approach/ S | O |Q[y/n] Q |Glob.
Classifier

1. Lexical information (baselines)
NB 93.5(77.6(96.5 [89.9 [91.0
ME 90.3(88.0(97.2 (96.5(94.6

2. Semantic information
LDA + ME 93.3(87.2196.5 |98.5|96.4
HAL + ME 95.1(96.0(97.9 (97.9|97.2
COALS + ME |96.1(97.6(99.3 |99.298.4
Table 2. Dialogue acts recognition accuracy for different approaches/classifiers and their combi-
nation with manual word transcription

4.4 Dialogue Act Recognition with Automatic Speech Recognition

Table 3 shows the dialogue act recognition scores, when word transcriptions are esti-
mated by the LASER speech recognizer. The results are obtained with a word class
based trigram language model. The sentence speech recognition accuracy is 39.78%
and the word recognition accuracy is 83.36%.

These experiments are done in order to show the robustness of our DA recognition
approaches to the ASR errors. The structure of Table 3 is similar as in the previous
case. This table shows that the DA recognition accuracy only slightly decreases, when
word sequences are estimated automatically from the recognizer. The absolute decrease
of the recognition score is very small and varies from 0.4% to 3.9% depending on the
approach used. This confirms that our DA recognition system is quite robust to low and
moderate ASR recognition errors.
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Accuracy in [%]

Approach/ S | O |Q[y/n] Q |Glob.
Classifier

1. Lexical information (baselines)
NB 93.1(68.8 [94.7 |86.3 (88.2
ME 87.5(77.689.7 [95.291.6

2. Semantic information
LDA + ME 88.3180.8 89.0 [96.3(92.5
HAL + ME 92.2(86.4(93.6 (96.9|94.8
COALS + ME |95.9(96.8 97.5 |99.0(98.0
Table 3. Dialogue acts recognition accuracy for different approaches/classifiers and their combi-
nation with word transcription by ASR

5 Conclusions & Future Work

In this paper, we have shown the impact of semantic features for automatic dialogue
act recognition. Three approaches to create semantic features have been proposed, im-
plemented and evaluated on the Czech Railways dialogue act corpus. The dialogue act
recognition model itself is a maximum entropy classifier, which has been trained in
a supervised way. The experimental results confirm that the computed semantic fea-
tures improve the dialogue act recognition score. We have further shown that, for this
task, the semantic spaces significantly outperform the LDA model. This observation
can be explained by the fact that these semantic spaces model more local dependencies
between words than the LDA model.

Our approaches have been evaluated on the small Czech dialogue act corpus anno-
tated with four dialogue acts. Our perspective thus consists in evaluation of the proposed
methods on larger corpora and in other languages with more dialogue acts. The semantic
features are particularly interesting for this task, because they can be computed without
any supervision. Therefore, no additional annotation will be required when applying the
proposed approach on another target language. We concentrated mainly on the creation
of highly discriminative features. Another perspective thus consists in evaluation of the
other classifiers for our task.
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